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An approach to modeling ablation thresholds and depths in dielectric materials is proposed. The model is
based on the multiple-rate-equation description suggested by Rethfeld �Phys. Rev. Lett. 92, 187401 �2004��.
This model has been extended to include a description of the propagation of the light into the dielectric sample.
The generic model is based on only a few experimental quantities that characterize the native material. A Drude
model describing the evolution of the dielectric constant owing to an excitation of the electrons in the material
is applied. The model is compared to experimental ablation data for different dielectric materials from the
literature.
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I. INTRODUCTION TO ABLATION OF DIELECTRIC
MATERIALS

The interaction of ultrashort laser pulses with dielectric
materials is a subject of significant interest, both from a fun-
damental perspective as an area for the investigation of
strong, short electromagnetic pulses with matter, and for
more practical reasons related to laser-induced material
modifications as, e.g., the writing of index changes or micro-
machining.

The underlying physics in the ablation process of metals
and dielectric materials is quite dissimilar. Metals are char-
acterized by a large density of quasi-free-electrons that may
absorb the incoming radiation, and much of the dynamics
following excitation by ultrashort laser pulses is captured by
advanced thermal models as, e.g., the two-temperature
model.2,3 Dielectric materials are often transparent to the
light, and typically conduction-band electrons must first be
generated by the light to be able to start the ablation process.
In the following the conduction-band electrons will be re-
ferred to as free electrons.

The initial generation of free electrons in a dielectric ma-
terial can be considered to occur via strong-field ionization
as described for instance in the Keldysh picture.4 When the
generation of free electrons is initiated, collision processes
can occur, and multiplication can take place by impact ion-
ization, while the electrons can be heated due to inverse
Bremsstrahlung. With free electrons present, absorption of
the remaining part of the light pulse can start to take place,
which is leading to a further heating of the excited electrons
and thereby the dielectric medium starts to behave as a
metal.

The abrupt change from an insulator to a material, where
a large fraction of the electrons are excited to the conduction
band, introduces significant changes in the refractive index.
Especially the imaginary part of the refractive index is
changed as this was vanishing before the laser illumination
of the sample. These changes will be discussed and modeled
so that the propagation of the light in the laser-excited me-
dium can be accounted for. By employing an appropriate
ablation criterion based on the material excitation at the end
of a laser pulse, the ablation depth as a function of the in-
coming laser fluence can be obtained.

II. MULTIPLE RATE EQUATION

There has been a lot of effort in modeling the ablation
threshold of dielectrics. The level of detail has varied con-
siderably where the most advanced models are computation-
ally demanding. The most straightforward approach was pro-
posed by Stuart et al.5 where the model is a single rate
equation �SRE� describing the density of excited electrons, n,
which is given as

�n

�t
= ṅpi + ��I�n . �1�

Here ṅpi is the strong-field ionization term and ��I� is an
intensity-dependent impact ionization rate. A more elaborate
model, including the physical processes involved in the ex-
citation process in greater detail, was proposed by Kaiser
et al.,6 but at the cost of solving 325 nonlinear, coupled
differential equations. In a recent paper, the results of an
impressive first-principles electron-dynamics simulation of
optical breakdown using time-dependent density-functional
theory was presented.7

Such advanced models are at present not suitable for an
extension to include propagation effects into the bulk due to
the complexity and thereby the high demand on computa-
tional power. As a consequence Rethfeld1 proposed a
multiple-rate-equation �MRE� model, which was including
the most dominant physical effects in the model proposed by
Kaiser et al.,6 but without the high demand on the computa-
tion time.

In the MRE model, electrons in the valence band are ex-
cited to the conduction band by strong-field ionization.4,6

This process is then followed by one-photon excitation lead-
ing to an increased energy of the conduction-band electrons.
When the energy of an electron in the conduction band is
sufficiently high, impact ionization can occur with a rate �,
and two electrons with a low kinetic energy are generated. In
the MRE model this has been described by introducing dis-
crete levels in the conduction band spaced with the photon
energy of the incident light. The following equations for the
density of free electrons in these levels are then proposed to
describe the excitation process:1,8

PHYSICAL REVIEW B 79, 155424 �2009�

1098-0121/2009/79�15�/155424�10� ©2009 The American Physical Society155424-1

http://dx.doi.org/10.1103/PhysRevB.79.155424


�n1

�t
= ṅpi − W1ptn1 + 2�ni,

�n2

�t
= W1ptn1 − W1ptn2,

�ni−1

�t
= W1ptni−2 − W1ptni−1,

�ni

�t
= W1ptni−1 − �ni. �2�

Note that these equations can be added up to provide a
form, which looks much like the single-rate equation,

dntotal

dt
= ṅpi�EL� + �ni. �3�

In Eq. �3� the first term describes strong-field ionization and
the last term takes impact ionization into account. These two
factors are considered the most dominant in excitation of
electrons in dielectrics. In the rate equations the one-photon
excitation rate W1pt is included to simulate the populations in
the intermediate levels.

In a comparison between the models based on SRE and
MRE, it should be noted that strong-field ionization gener-
ates electrons with a low kinetic energy, whereas impact ion-
ization is only performed by electrons with a sufficiently
high kinetic energy. The major advantage of the MRE model
is that only electrons with sufficiently high kinetic energies
to fulfill both energy and momentum conservation in the ion-
ization process contribute to impact ionization in the last
term of Eq. �3�. This is in contrast to the SRE in Eq. �1�,
where all electrons are assumed to contribute to impact ion-
ization.

III. NUMERICAL MODELING

In this section, it will be described how the simulations of
the MRE model are expanded to include propagation of the
optical fields in a one-dimensional model, meaning that a
parallel beam with a uniform transverse intensity distribution
has been assumed. In the simulation the excited electrons are
assumed to behave as a free-electron gas described by the
Drude model. All propagation effects will then be described

from the complex refractive index k̃=k+ i� here denoted by k̃
to avoid confusion with the electron densities denoted by n.
The major propagation effects in the model are reflection
from the front surface and absorption of light by the excited
electrons. Note that this requires the merging of a micro-
scopic model, describing the electron excitation, and a mac-
roscopic model for the dielectric properties of the excited
material. A generic model based on only a few material pa-
rameters is attractive, and this simulation is applying only �i�
the band gap of the dielectric material and �ii� the initial
refractive index as relevant material parameters, while the
total electron density is kept constant at ntot=1029 m−3.

A. Setting up the model

More specifically, following the scheme from Eq. �2�, rate
equations for the electron densities are set up, in which the
excited electrons are modeled by a number of discrete levels
separated by the photon energy. The electron densities in the
individual levels are described by rate equations where the
spatially and temporally dependent electron density in the jth
excited level is written as nj. Note that the strong electro-
magnetic field shifts all the excited �conduction band� levels
by an amount equal to the ponderomotive energy, which is
expressed by Up=e2El

2 / �4mredu�l
2�. Here e, El, �l, and mredu

are the charge of the electron, the electric field amplitude, the
laser frequency, and the reduced effective mass of the elec-
tron in the conduction band and the hole in the valence band,
which in the main part of this paper will be approximated
with half the electron mass me /2.1

The incident light is assumed to be a temporally Gaussian
pulse. When the light is incident on the sample it will start to
experience losses owing initially to multiphoton processes
followed by single-photon absorption in the free-electron
plasma. These effects are included in the description of the
light as losses. The light is in the simulation described in a
photon picture with the photon density given by u�t ,z� which
is also dependent on both time and space. The modeling of
the light and the losses will be discussed in detail in Sec.
III D.

The coupled differential equations for the levels of ex-
cited electrons can be solved as a function of time and the
depth into the material. The MRE model proposed by Reth-
feld is modified in several ways. The one-photon absorption
is replaced by Drude plasma absorption and in addition
changes have been made to the distribution of the electrons
originating from impact ionization to conserve energy and
finally a saturation term has been included. The differential
equations for the electron levels can then be written in the
following way:

�n1

�t
= ṅpi�u�

nval

ntot
− Wpln1

+ �
nval

ntot
�
j=1

jcrit

nj�� j��L −
3

2
Ecorr���	E� , �4�

�n2

�t
= Wpl�n1 − n2� + �

nval

ntot
�
j=1

jcrit

nj�� j��L −
3

2
Ecorr�


��	E − 1� , �5�

�njcrit−1

�t
= Wpl�njcrit−2 − njcrit−1� + �

nval

ntot
�
j=1

jcrit

nj�� j��L −
3

2
Ecorr�


��	E − �jcrit − 2�� , �6�

�njcrit

�t
= Wplnjcrit−1 − �

nval

ntot
�� jcrit��L −

3

2
Ecorr� . �7�

The function �, which is relevant in connection with the
impact ionization, is defined as
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��x� = �2 for − 0.25 � x � 0.25

1 for 0.25 � x � 0.75

0 else.
	 �8�

It should be emphasized that in the rate equations as writ-
ten above, the level jcrit is assumed to be above the threshold
for impact ionization whereas the other levels are below. Due
to the ponderomotive shift of all the levels, this is, however,
a dynamically changing criterion, where the threshold de-
pends on the intensity and hence on the depth and time in the
simulation.

For clarity, the origin of the different terms in the equa-
tions will be stated briefly here followed by a more thorough
elaboration on each of the terms in subsequent sections.

The first term is the strong-field ionization, ṅpi�u�, multi-
plied by a saturation factor, where ntot is the total density of
accessible electrons in the medium and nval=ntot−� jnj is the
electron density left in the valence band. Wpl is the plasma
excitation rate, and � is the impact ionization rate.

The excitation rate � is multiplied with the saturation
term and a sum over all the levels. The sum includes a
Heaviside step function � where the argument depends on
the excitation level in units of the photon energy and the
corrected band gap, Ecorr, of the material. This factor assures
that impact ionization only occurs from levels where the
electron energy is sufficiently high to fulfill both energy and
momentum conservation. The Heaviside step function is
multiplied with a ”branch function” assuring that the energy
for excitation of two electrons and a hole is distributed cor-
rectly to conserve the energy in the excitation process. The
argument in the branch function contains a term defined as
	E= 1

3 �jcrit−Ecorr / ���L��. A more detailed description is
given in Sec. III B.

B. Ionization mechanisms

The primary mechanism for initiation of the excitation
process in dielectric media is strong-field ionization, ṅpi�u�.
For low intensities this can be described as a multiphoton
process whereas at higher intensities tunnel ionization be-
comes the dominating process. An expression for the rate of
strong-field ionization has been proposed by Keldysh4 in
both the mentioned regimes. As a wide range of electric field
strengths is used in the calculations, a spline procedure has
been applied to give a smooth transition between the multi-
photon and the tunnel ionization regime as proposed origi-
nally by Kaiser et al.6 This spline procedure is taking the
region of validity of the two expressions into account. It
should be noted that the values are strictly speaking unphysi-
cal outside the region of validity. However, the steps that
appear on the multiphoton curve are physical as these show
changes in the order of the multiphoton process owing to the
ponderomotive shift, see Ref. 6.

Electron impact ionization can occur when the excited
electrons gain sufficient energy to fulfill both energy and
momentum conservation. The threshold energy for impact
ionization is

Eimp =
1 + 2

1 + 
Ecorr, �9�

where  is the electron mass in the conduction band relative
to the hole mass in the valence band.9 In these calculations 

has been set equal to one, meaning that the effective mass in
the valence and conduction bands are assumed equal. This
gives a threshold for impact ionization of 3 /2Ecorr. In this
expression Ecorr is the corrected band-gap energy due to the
ponderomotive energy �or the oscillation energy� in the
strong electric field with Ecorr=Egap+Up, where Egap is the
band gap of the dielectric material. From the calculations in
Ref. 9, it can be seen that the statistically most probable
process for impact ionization is when an electron with the
threshold energy is colliding with a hole 1 /6Ecorr below the
valence-band maximum, leading to two electrons with an
energy of 1 /6Ecorr above the conduction-band minimum. In
the simulations this has been implemented in the following
way: when the energy is above the threshold for excitation,
which is assured with the Heaviside step function �, an im-
pact ionization event can occur with a rate given by �. If an
electron is excited above the corrected band gap, the addi-
tional energy is distributed equally among the two electrons
and the generated hole so that they each acquire 	E as de-
fined above. As the model consists of discrete levels, the two
electrons are distributed in such a way that energy conserva-
tion will on average be fulfilled. This is ensured by the
branch function in Eq. �8�. In addition, saturation effects are
again taken into account. The value of the impact ionization
parameter in these calculations is set to �=1015 s−11, but the
results turn out to be relatively insensitive to the exact value
of this parameter as long as it is much larger than the plasma-
absorption rate. This is the case even for the highest intensi-
ties in the present simulations.

C. Optical properties of the material

To describe the plasma absorption and the propagation of
the electromagnetic field into the material, knowledge about
the optical properties of the material is required. The optical
properties are governed by the complex refractive index,
which can be determined from the density of excited elec-
trons through the plasma frequency

�p =
e2� j
nj

me�0
, �10�

where �0 is the permittivity in free space. The complex re-
fractive index of the material is then given as

k̃ =
�k0
2 +

�p
2

�l
2 − i�l�

� , �11�

where k0 is the refractive index of the dielectric material
before excitation with the laser pulse.

The electron-scattering rate � is in general difficult
to determine. It is here assumed to consist of contributions
from electron-electron and electron-lattice collisions. In
the present calculations the electron-lattice scattering rate
is assumed energy independent with a value of �e-lat
=5
1015 s−1, which is in reasonable agreement with calcu-
lations for SiO2 for all but the lowest energies of the excited
electrons.10 For the electron-electron contribution, a classical
gas collision rate is used, �e-e=4�
2r2vn,11 where r, v, and
n are the radius, velocity, and density of the electrons, re-
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spectively. In place of the classical radius for the electrons,
the Debye screening length is used which can be written as
r2=

�0kBTe

e2n
.6 This introduces the temperature Te, which is ap-

proximated from the distribution between the excited levels
even though the concept of temperature is questionable. It is
assumed that an electron in a given energy level contributes
1 /2kBT for each degree of freedom according to the equipar-
tition theorem. An approximate expression for the tempera-
ture can then be written as

3

2
kBTe =

� j
j��lne�z, j�

� j
ne�z, j�

. �12�

The average velocity v for the electrons is calculated classi-

cally as v=
3kBTe

me
, where the kinetic energy is 3 /2kBTe. Note

that only the random motion and not the collective motion
caused by the ponderomotive energy is included in the ex-
pression for the temperature and the velocity, as the corre-
lated motion in phase with the optical field does not contrib-
ute to the temperature. The final expression for the electron-
electron-scattering rate is then

�e-e =
4��0

e2 
 6

me
�kBTe�3/2. �13�

Remarkably, the density of excited electrons does not en-
ter explicitly in this equation, but the temperature is depen-
dent on the excitation level of the electrons. The overall scat-
tering rate is given as �=�e-lat+�e-e.

With a nonvanishing complex index of refraction �, the
intensity decays into the material. The losses in the optical
field will lead to a spatially dependent heating of the electron
plasma, which is determined by ��z�.

To incorporate the plasma absorption the following pa-
rameter has been introduced to ease the notation:

Wpl =
2��l

k

u

� j�jcrit
nj

. �14�

This term is dependent on space and time through the refrac-
tive index in addition to the photon and electron densities.
The expression is found by converting the plasma absorption
per unit length, 2��lu /c, to absorption per unit volume and
time by multiplication of the velocity, c /k. The sum over all
the excited states in the denominator is included to facilitate
expressions that are proportional to the density in level j. The
plasma term is assumed to excite a number of electrons in
each level which is proportional to the electron density in
this level. This is done for all but the highest level in order to
conserve the number of electrons.

D. Optical field

Immediately below the surface of the dielectric, no ab-
sorption losses have occurred, and the photon density is de-
scribed by a Gaussian pulse in time,

u�t,z = 0� =
FT

��lc�

 ln 2

�
exp�− �4 ln 2�� t − t0

�
�2� ,

�15�

where F is the peak fluence, T the transmission into the
sample, � the full width at half maximum �FWHM� pulse
duration of the Gaussian pulse, t0 an offset relative to t=0 to
allow integration over the pulse starting from t=0.

In the following, where the losses are introduced in the
optical field, some approximations have been made in the
description of the light to ease the computation. The approxi-
mations are based on the fact that the ablation depth is typi-
cally in the range of 1 m or less, whereas a 100 fs laser
pulse in vacuum has a spatial extent of 30 m. Therefore,
the intensity owing to the Gaussian envelope is assumed con-
stant in space over the whole ablation region. However, as
will be shown below, the losses depend strongly on the dis-
tance into the sample which will then give the spatial depen-
dence of the incident light.

In addition, the losses are assumed constant on the time-
scale for the light to propagate into the material, which for
1 m will correspond to approximately 3 fs. This approxi-
mation is exploited by assuming that the losses at the present
time are identical to the conditions when the light passed
through the outer region at earlier times. The correct method
would be to consider the losses at previous times for regions
in space closer to the surface, but the use of the present
approximation eases the calculations tremendously.

The spatial derivative of the photon density can be written
as

du

dz
= − �2��l

c
+

k

c
�Ecorr

��l
� ṅpi

u

nval

ntot
�u = − �u , �16�

where the first term is the plasma absorption, which was
discussed in Sec. III C, and the second term represents losses
owing to multiphoton absorption. It is here assumed that
each electron excitation is removing a number of photons
equivalent to the order of the process.

The absorption can be divided into discrete spatial steps
in the simulation by looking at the changes in the photon
density by propagating a distance 	z,

u�z + 	z� = u�z� − ��z�u�z�	z = �1 − ��z�	z�u�z� . �17�

The photon density in the depth z can then be expressed
by the following equation:

u�t,z� = u�t,z = 0� 
i=1

�z/	z�

�1 − ��zi�	z� , �18�

where u�t ,z=0� is given by the loss-free photon density
stated in Eq. �15�, and zi= i	z is the distance to the ith dis-
crete spatial point. It should be noted that the transmission in
Eq. �15� is not constant in time owing to the excitation of the
material, but it can be calculated from the classical Fresnel

expression using the time-dependent k̃ inside the material
and k=1 outside the sample.
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E. Technical details

In the simulations a Gaussian intensity distribution has
been applied. The simulated depth is 2 m, and no reflec-
tion of the light from the deepest point is included. The depth
is subdivided into 100 spatial steps each 20 nm in thickness.
The propagation time is 400 fs for pulse durations of 100 fs
or shorter, with the laser pulse centered at 200 fs. For longer
pulses the propagation time is four times the pulse duration
with the maximum centered in the time interval. This will
lead to an intensity which is 1.5
10−5 times the maximal
intensity at the start of the simulation which will be negli-
gible. As both plasma- and multiphoton absorptions are ab-
sent when the laser field goes to zero, only impact ionization
from the highest levels can occur after the pulse is over.
These levels are essentially depleted at a simulation time of
four times the pulse duration if the electron excitation is not
saturated, and the error by ending the simulation after this
propagation time is negligible.

The fluences stated in the simulations are the peak flu-
ences which in a comparison with experiments would corre-
spond to

F =
2Epulse

��0
2 , �19�

where Epulse is the pulse energy and �0 is the Gaussian beam
waist.

Variations in three parameters have been performed in the
simulation: the wavelength and pulse duration of the laser,
and the band gap of the material. The basis in the simulations
is a wavelength of 800 nm, a pulse duration of 100 fs, and a
band gap of 5 eV. These parameters have then been varied
subsequently.

The coupled differential equations for the electron densi-
ties are solved in MATLAB with the Ode45 solver which is
adjusting the temporal subdivision in order to fulfill the re-
quired accuracy.

IV. RESULTS FROM THE SIMULATION

In this section, a presentation of the results from simula-
tions of the multirate equations combined with a propagation
of the optical field will be given. The consequences of varia-
tions in the wavelength, pulse duration, and the band gap of
the material are presented. A discussion of the physics un-
derlying the different changes with these parameters will be
made.

A. Optical properties

In the theory for the optical field in Sec. III D an approxi-
mation was made where the spatial dependence was gov-
erned by losses and the temporal evolution was given by the
envelope of the optical pulse. An example of the resulting
photon density as a function of space and time can be seen in
Fig. 1 for a 100 fs pulse centered at 800 nm in a 5 eV
band-gap material with an applied fluence of 6.0 J /cm2. For
short times, the spatial dependence is almost constant as
hardly any losses have been induced yet. When approaching
the peak intensity, the spatial dependence becomes very pro-

nounced owing to plasma- and multiphoton absorptions.
In the last part of the pulse, hardly any light is propagat-

ing significantly into the sample. This is not owing to a neg-
ligible transmission through the front surface, since the trans-
mission after the end of the pulse in Fig. 1 is still 68%.
Instead most of the light is absorbed by the excited material.

B. Ablation threshold criterion

Different approaches have been made to the ablation cri-
terion in numerical simulations. Some models study the hy-
drodynamics after laser excitation and extract information
about the formation of ejected fragments and the size distri-
bution of these,12 whereas another approach is to perform
molecular-dynamics simulations.13 A more simple practice is
often followed, where a constant critical density is assumed
as the ablation criterion.14–17 However, the critical density is
often determined from the criterion that the plasma fre-
quency equals the laser frequency. For 800 nm light this can
from Eq. �10� be determined to 1.74
1027 m−3, which is
close to a 2% criterion in the present work, 2
1027 m−3.
However, the condition of a critical plasma frequency im-
plies a laser-frequency dependence of the critical density.
The critical plasma density approach is based on the obser-
vation that the absorption increases significantly when this
limit is reached and thereby ablation will occur. As the
present model is already taking plasma absorption into ac-
count, it is considered unphysical to include this frequency
dependence in the threshold criterion as well. Ablation is
assumed to be caused by instabilities in the lattice owing to
the high density of excited electrons and not due to proper-
ties of the optical field which is why a value independent of
wavelength is chosen.

In Fig. 2 an example of the density of excited electrons as
a function of depth can be seen in the upper panel. The three
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FIG. 1. �Color online� The photon density as a function of space
and time for a 100 fs pulse centered at 800 nm in a medium with a
5 eV band gap. The incident fluence is 6.0 J /cm2. Short times are
representing the front end of the pulse where the spatial dependence
is almost constant. At later times the absorption in the material leads
to a spatial dependence of the photon density.
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horizontal dotted lines indicate thresholds of 1%, 2%, and
3%. In the lower panel the resulting ablation depths can be
seen with the black diamonds corresponding to 1%, blue
circles 2%, and the red squares 3%. A reduction to 1% can be
seen to give a significantly larger ablation depth as compared
to the higher threshold criteria. Note that the threshold flu-
ence is varying much less than the depth in the simulations
when the threshold criterion is varied. In a comparison with
experiments, the threshold criterion will significantly influ-
ence the agreement, and this parameter should really be ad-
justed to best fit the data owing to the lack of a better model
for the ablation criterion. In the rest of this paper, a threshold
criterion of 2% is applied.

C. Wavelength dependence

The first parameter to vary is the wavelength of the inci-
dent laser. Simulations have been performed for wavelengths
of 400, 530, 800, and 1060 nm and the results can be seen in
Fig. 3. These wavelengths have been chosen as 800 nm is
close to the maximal gain for Ti:sapphire and 400 nm is the
frequency doubled of the fundamental. 1060 nm is near the
central wavelength of Yb-doped fiber lasers and again 530
nm is the second harmonic of the output from these systems.

Two trends can be seen in Fig. 3 where a shorter wave-
length leads to: �i� a lower ablation threshold, and �ii� a re-
duced ablation depth.

The first trend, where a lower threshold fluence is ob-
served at lower wavelengths can be explained by a reduction
in the order of the nonlinear process. This will facilitate mul-
tiphoton processes at lower fluences and generate seed elec-
trons. An initiation of ablation at a lower fluence is therefore
a consequence.

The second trend that long wavelengths lead to large ab-
lation depths as compared to the short wavelengths can be
explained by a comparison to metals. For metals the optical
penetration depth is proportional to the wavelength. At high
fluences where the ablation depth seems to saturate, the den-
sity of excited electrons becomes comparable to the density
of conduction electrons in metals and the imaginary part of
the refractive index is no longer negligible. This can explain
the metal-like behavior at the high excitation levels. It should
be noted that these two trends lead to a crossover in the
ablation depth between the second harmonic and the funda-
mental.

D. Pulse-duration effects

Another relevant parameter in the ablation process is the
laser-pulse duration. In Fig. 4 the pulse duration has been
varied between 30 and 800 fs. A longer pulse duration can be
seen to increase the ablation threshold as the maximum in-
tensity is reduced for similar fluences and thereby less elec-
trons are generated from multiphoton processes. However,
the ablation depth seems to peak at a pulse duration near 100
fs. A further reduction in pulse duration gives high yields
from the multiphoton process but only for a short period of
time. Much heating of the electrons will be required for a
further multiplication to occur owing to the large pondero-
motive shift. When the pulses become longer than 100 fs, the
balance between multiphoton excitation and multiplication
of the excited electrons will change where the reduced peak
intensity is leading to less seed electrons which cannot be
compensated by the longer time for multiplication and the
reduced ponderomotive shift.

In Fig. 5 the threshold fluence is shown as a function of
the pulse duration on a log-log plot. The threshold depen-

0 0.5 1 1.5 2
10

26

10
27

10
28

Depth (µm)

D
en

si
ty

(m
−

3 )

10
0

10
1

10
2

0

500

1000

1500

2000

Fluence (J/cm2)

D
ep

th
(n

m
)

FIG. 2. �Color online� In the top panel the density of excited
electrons as a function of the depth can be seen for different flu-
ences. The dotted horizontal lines show ablation criteria of 1%, 2%,
and 3% of the maximal electron density. The lower panel is show-
ing the ablation depth as a function of fluence for the different
ablation criteria. Black diamonds 1%, blue circles 2%, and red
squares 3%. The filled symbols indicate the fluences depicted in the
top panel.
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FIG. 3. �Color online� The ablation depth as a function of flu-
ence for varying wavelengths. A pulse duration of 100 fs and a band
gap of 5 eV has been maintained in all the simulations. The wave-
length for the blue circles are 400 nm, green squares 530 nm, red
down-pointing triangles 800 nm, and black up-pointing triangles are
1060 nm. The lines serve to guide the eyes.
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dence on pulse duration appears to a good approximation to
follow a piecewise power law. In the regime below 1 ps, the
exponent is fitted to 0.24, whereas the simulated thresholds
for pulse durations above 1 ps seem to fit well with an ex-
ponent of 0.15. For pulses longer than 10–100 ps, a �1/2

dependence has previously been determined experimentally5

owing to heat-diffusion effects. In the present investigation,
the threshold is only simulated for pulse durations up to 25
ps as no diffusion effects are included in the model. In a
systematic study by Mero et al.,15 the threshold fluence has
been found to scale as Fth��0.30, which is slightly higher

than seen in the simulations for the short pulse durations.
However, Tien et al.18 have in the short-pulse regime fitted
their data to an exponent of 0.23 in excellent agreement with
the present simulation. Experiments on SiO2 performed by
Giguère et al.19 give an exponent as low as 0.12 for pulses
shorter than 2 ps. This shows that the simulated results seem
to lie well within the spread among the experiments.

The change in slope may imply regimes where different
processes are dominating. At the shortest pulse durations the
excitation mechanism is expected to be almost solely depen-
dent on the strong-field ionization. As this process is strongly
intensity dependent, shorter pulses are expected to give rise
to a lower ablation threshold fluence. For slightly longer
pulses other excitation mechanisms can no longer be ne-
glected. This may be the second regime, where the slope is
reduced compared to the strong-field ionization regime.

An important—and quite expected—lesson from the
threshold dependence on the pulse duration is that for dielec-
tric media the concept of fluence is no longer an adequate
description of the optical pulse. In a thermal process as in
metals, only the total energy of the pulse is of importance
when the pulse duration is short compared to diffusion pro-
cesses. For dielectrics the peak intensity is also relevant, as
the process is initiated by a highly nonlinear multiphoton
process.

The present method for describing laser ablation of di-
electrics can readily be extended to describe the situation of
pulses of a more complex pulse form. For instance recent
investigations have demonstrated that complex pulse shapes
can influence the ablation efficiency and reproducibility.20,21

E. Band-gap effects

The band gap is one of the parameters which have a major
influence on both the ablation threshold and depth. Simula-
tions for different band gaps can be seen in Fig. 6, where
band gaps of 3, 5, 7, and 9 eV are shown. Low-band-gap
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FIG. 4. �Color online� The ablation depth as a function of flu-
ence for varying pulse durations. The following pulse durations can
be seen in the figure: black circles 30 fs, blue squares 50 fs, green
diamonds 100 fs, yellow down-pointing triangles 200 fs, orange
up-pointing triangles 400 fs, and red crosses 800 fs. The wavelength
in the simulations is 800 nm and a band gap of 5 eV has been
applied.
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FIG. 5. The threshold fluence for varying pulse durations. The
simulated threshold fluences have been fitted to a power-law func-
tion. The exponent is fitted to 0.15 in the regime above 1 ps and
0.24 below.
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FIG. 6. �Color online� The ablation depth as a function of flu-
ence for varying band gaps. The band gaps are: black circles 3 eV,
blue squares 5 eV, green diamonds 7 eV, and red triangles 9 eV.
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materials can be seen to have a low ablation threshold, which
is in accordance with the results from the variation in the
wavelength. Here a reduction in wavelength had a similar
effect as both these effects can be ascribed to a lower order
of the multiphoton excitation process. However, the two ef-
fects do not give identical results as the multiphoton ioniza-
tion cross section and the ponderomotive shift are wave-
length dependent.

In high-band-gap materials the calculated ablation depths
become deeper than in low-band-gap materials. For a low-
band-gap material, the multiphoton excitation starts rapidly
at low fluences as the order of the process is relatively low.
This leads to a fast increase in the electron density in the
outermost layers, which will increase the absorption of the
light and lead to plasma heating. The consequence is a short
optical penetration depth due to the large imaginary part of
the refractive index.

On the other hand, when the band gap is large, the optical
field is permitted to propagate further into the material and at
low fluences the density of excited electrons does not exceed
the threshold anywhere in the material. When the fluence
exceeds the threshold, a much larger depth will be excited
due to the reduced slope in the excitation density and a larger
ablation depth is the consequence. It should be noted that a
crossover in the ablation depth appears when materials with
different band gaps are processed.

This has experimentally been seen in dental ablation of
calculus on root cement in Ref. 22. Calculus can here be
considered a low-band-gap material, whereas the band gap is
higher for the native root cement. A small therapeutic win-
dow is shown to be available below the ablation threshold
for the root cement. However, the consequence of the cross-
over would be a fast ablation rate in the native root cement
above the threshold of ablation, which is undesired. An ap-
plication of the crossover phenomena would more realisti-
cally be possible in ablation of well ordered, layered materi-
als where ablation only is desired in the uppermost low-
band-gap material without damaging the lower-lying high-
band-gap material.

If the ablation threshold is plotted as a function of the
band gap, a power dependence seems to agree well with the
data. This is shown in Fig. 7, where an exponent of 2.64 is
obtained. This is slightly lower than would be expected if
only multiphoton excitation is considered, as discussed in
Ref. 23, where an exponent of 3 would then be expected.
This confirms a dependence of other factors than solely mul-
tiphoton processes. The simulated results are in excellent
agreement with data on BBS �barium aluminum borosilicate�
made by Lenzner et al.,24 where an exponent of 2.5 is ob-
tained if a power-law dependence is assumed.

V. COMPARISON WITH EXPERIMENTS

Comparison of the simulated depths with experiments is a
challenging task. Few depth measurements have been made
on well-defined materials in single-shot experiments. In ad-
dition, as the pulse duration extends into the picosecond re-
gime, the ablated structures can become split into two parts
where shallow and more needlelike parts are seen.25 Another

approach applied in the literature is performing multishot
ablation and extrapolating back to single-shot rates. How-
ever, this technique has an inherent weakness as it does not
consider incubation effects, which are present already after
the first shot.26 Single-shot experiments have in the literature
been performed on �-Al2O3,25 where the band gap is stated
to be 8.8 eV. The central wavelength of the laser is 800 nm
and a pulse duration of 58 fs has been applied. These mea-
surements can be seen in Fig. 8 as black dots, where the
threshold has been found to 4.5 J /cm2 and the depth is satu-
rating near 350–400 nm at a fluence of 25 J /cm2. This
threshold has been confirmed at a pulse duration of 45 fs as
well.27
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FIG. 7. Simulated thresholds for different band gaps. The ap-
plied pulse duration is 100 fs and a central wavelength of 800 nm
has been applied. The threshold is to a good approximation scaling
as a power law with the band gap with an exponent of 2.5.
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FIG. 8. �Color online� Experimental data from Ref. 25 are
shown as black dots. The results of a simulation using the generic
model with identical electron and hole masses and a 8.8 eV band
gap can be seen as red squares. The blue diamonds are for a band
gap of 6.48 eV and the electron and hole masses discussed in the
text. Note, a linear fluence scale is applied.
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Simulations at these conditions have been made for Al2O3
with a refractive index of 1.77. The result can be seen as red
squares in Fig. 8, where the threshold and the ablation depth
can be seen to be largely overestimated.

However, a theoretical calculation for �-Al2O3 has given
a band gap of 6.48 eV, and effective electron and hole masses
have been found to 0.38m0 and 3.99m0, respectively.28 By
insertion in Eq. �9�, the barrier for fulfilling both energy and
momentum conservation is then no longer 3 /2Ecorr but is
reduced to 1.09Ecorr. Both these factors will reduce the
threshold energy for impact ionization significantly and for
large-band-gap materials, the effective masses should be
considered, as this effect could change the order of the pro-
cess significantly. A similar trend is seen for SiO2, where
electron and hole masses of 0.5m0 and 3m0–10m0 are
found.29

If simulations are made with the calculated parameters for
Al2O3 better agreement between simulations and experi-
ments can be found. The results are shown as blue diamonds
in Fig. 8. The threshold is now reproduced significantly bet-
ter, and the shape of the simulated and experimental data is
similar. However, the ablated depth remains too deep com-
pared with experiments.

In the literature, experiments can also be found for SiO2
which has a comparable band gap. However, the ablation
depth is here approaching 1 m, and the threshold is re-
duced to a somewhat lower value of 2–3 J /cm2.30 Both
these trends are typical for lower-band-gap materials. This
may mainly be owing to the extrapolation from five shots to
the single-shot ablation applied by Ref. 30, which is inducing
defects and thereby reduce the effective band gap, or alter-
natively due to a low purity of the applied material. Another
contribution would be the low electron mass and large hole
mass, which will enable energy conservation to be fulfilled
for relatively low orders of the multiphoton process.

To achieve better agreement between the experimental
and simulated ablation depths a systematic experimental
study must be performed to make a more precise quantifica-
tion of the ablation criterion. As was shown in Sec. IV B, the
choice of the critical density is influencing the depth consid-
erably.

VI. LIMITATIONS OF THE MODEL

The present model applies a steplike energy distribution
for the electrons over the whole simulation time. This sounds
like a severe limitation, since Ref. 6 demonstrates that such a
distribution is smoothing already on a �10 fs timescale.
However, as pointed out also in Ref. 6, the effect is mainly a
smearing and not a true redistribution of the electron ener-
gies. The applied model thus corresponds to employing a
discretized continuum representation. The application of
only a finite number of states is also not a serious approxi-
mation, as long as it is ensured that there is no accumulation
of population in the uppermost level.

In the model no defects or structural changes leading to
incubation have been included. These factors can affect the
threshold fluence where, e.g., a threshold dependent on the
beam radius is seen by Martin et al.31 This is explained with

a model including defects in the material, which will tend to
lower the threshold fluence. In their model thresholds for
both the defects and the native material are included. As no
defects have been included in the present model, the thresh-
old values in these simulations would correspond to the
threshold for the native material, which may be higher than
the experimentally measured values. As discussed in connec-
tion with the ablation-depth dependence on the band gap, the
defects would tend to reduce the ablation threshold as these
would act as inclusions of low-band-gap materials, which
would tend to seed the absorption. Another relevant issue in
a comparison between the simulation and experiments is that
a spatially non-Gaussian pulse has been shown to reduce the
measured threshold fluence as much as a factor of 2 on iden-
tical samples.24,32 An extension of the model to include de-
fects should include both defects, which are present at the
start of the process, and light-induced effects such as, e.g.,
color centers.26 Structural changes in the surface topography
leading to a ripple pattern can also be observed in multishot
experiments,33 and the effect should be considered if the
model should be extended to multishot ablation. Multishot
experiments have previously been modeled where the propa-
gation of the light has been included, and the density of free
electrons is modeled with a single-rate equation.16

Another issue that has not been included in the present
model is nonlinear propagation. If a spatially Gaussian pulse
is applied, the intensity variations across the beam profile
could induce effects such as self-focusing.34 Neither this nor
self-phase modulation are included in the present simula-
tions, but these effects are expected to be negligible owing to
the short propagation distance into the medium. In the model
the spectral content of the pulse is assumed unchanged dur-
ing the propagation, and in addition it is assumed meaningful
only to consider the central wavelength of the pulse, which is
questionable at the shortest obtainable pulses from Ti:sap-
phire lasers. If the model should be developed into a two- or
three-dimensional model, the importance of these effects
should be considered and eventually included. In addition, a
description must include the hydrodynamics related to the
highly excited dielectric and subsequent material transport.35

No diffusion effects in the electron system have been in-
cluded in the present model. This is suggested to be done by
assuming high excitation, which will give the insulator
metal-like properties. An application of the two-temperature
model2,3 is then proposed as a method for including diffusion
in the electron system.36

Other proposed models based on the single-rate equation
for the excitation process of dielectrics include a decay
term.17,37 While the immediate effect of decay is of course to
reduce the electron density, it cannot be concluded that this
would lead to an increase in the ablation threshold. The en-
ergy of the decayed electrons is not lost, so in order to extend
the model to include electronic decay, it will presumably be
necessary to consider the energy-balance equations and ap-
ply a new ablation criterion.

The comparison with experiments in Sec. V indicates that
the effective electron and hole masses are important and may
have a significant influence in connection with the require-
ment of fulfilling both energy and momentum conservation
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in the impact ionization process. To a lesser extent this will
also influence the multiphoton ionization cross section. How-
ever, as discussed in some detail in Ref. 38, the effective-
mass approximation may break down for wide-band-gap di-
electrics at high excitation. In this case more general energy-
momentum relations should be applied. Another
consequence of the breakdown of the parabolic band
description—that the effective band gap does not simply
shift according to the ponderomotive potential—is also dis-
cussed in Ref. 38. These band-structure effects should be
included in future extensions of the present model.

VII. SUMMARY

A numerical simulation of ablation processes in dielectric
media has been performed. The model is founded on the
multiple-rate equation and is extended with a propagation of
the light into the material. The model is generic and is based
on a few key parameters. Simulations have been made for
varying laser wavelengths and pulse durations as well as for
different band gaps of the materials. The observed dependen-
cies and their underlying physical explanation have been dis-
cussed.
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